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Abstract:

Humans are continuously exposed to a variety of chemicals, including pesticides , many
of which are potentially toxic and have carcinogenic effects . Determining the human
toxicity of chemicals remained a challenge due to the large resources required to evaluate a
chemical in vivo. In this study , a hybrid model that combined the long-short term
memory (LSTM) and Group Interaction Contribution (GIC) was used to predict the
LDso toxicity in rats with chemical pesticides , which was developed using a database
relatively large consisting of 303 pesticides belonging to different chemical groups . The
architecture of LSTM-MLR hybrid model was carefully selected by testing different
number of hidden neurons and different number of training iterations in order to avoid
the model over fitting . The parameters selection process revealed that the model should
be developed using 300 hidden neurons and trained with 1000 iterations . The developed
model with best selected parameters achieved a very interesting results and a high accuracy
in the prediction of LDso in testing phases with 0.8888,0.1312,0.3622, 0.2926, 20.64 ,
and 39.99, for R?, MSE , RMSE , MAE , RAE, and RRSE, respectively.
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. Introduction

Recent years have witnessed a noticeable increase in the population (Samsidar et al .2018;
Zibace et al . 2020 ) and with the terrible spread of pests and their invasion of agricultural
crops (Zibaee et al . 2020 ). The need to provide food has increased (Nayak et al .2020 ) which
prompted people to use all means and methods to confront these pests (Sanchez et al .2011).
Pesticides are the best and fast easy way to get rid of them. They are defined as a substance or
group of chemicals that are used to control or eliminate harmful organisms (Alavanja et al .2013;
Dabhiri et al . 2021 ) .

Pesticides are widely used around the world (Ye et al .2013; Shanta et al . 2018 ) with
different types and quantities (Wu et al .2011) to increase yield and improve food quality
(Ramadan et al . 20106) , as well as to combat the spread of vector-borne diseases such as malaria
and dengue fever (Pirhadi et al . 2021; Kim et al . 2017 ). However , its excessive use and
indiscriminate dealing with it (Wang et al .2017) led to an increase in pests both
quantitatively and qualitatively (Larramendy et al .2014 ) . In addition to the emergence of
several environmental problems , manifested in the pollution of various ecosystems (Ayanda
et al .2014), the presence of pesticides and their residues in the ecosystem have also been
associated with a wide range of risks that may affected humans and their surroundings(Oluwole
et al .2009; Narenderan et al . 2020 ) , as they are biologically active toxins (Wu et al .2011)
where their toxicity depended on the mode of action of the active ingredients. They can also
affected living organisms depended on dose and duration of exposure.

The World Health Organization (who) estimated that between one and five million cases of
pesticide 20,000 deaths of poisoning were recorded (Kishi et al . 1995 ) . This number of
poisoning cases calls for increased toxicity tests to evaluate any of these chemicals safe for
the environment and humans (Gadaleta et al . 2019) . In the ecarly stages of toxicology
testing , pesticide risks were usually identified and assessed based on the LD for acute oral
toxicity in rodents , which was a standard piece of information required to classify chemicals
in terms of the potential risk posed to human health after acute exposure (Rositsa et al
.2010). The lethal dose (LDsy) was known to kill 50% of experimental animals within 24
hours of exposure and the test was done through the skin or orally(Alberga et al .2019) , as the
traditional experimental tests of toxicity of a large number of chemicals were expensive in terms
of time and money and sacrifice a number of chemicals and animals (Polash et al .2019)
.Recently, it has been observed that researchers tend to use machine learning methods to predict
the toxicity of chemical compounds. For example, prediction of the toxicity of silico chemicals
has become popular as a faster and inexpensive alternative, eliminating the need of more animal
experiments (Limbu et al . 2021)

In this regard , several computational toxicology models have been developed as viable
approaches to reduce both the cost and the number of animals used in the evaluation of
experimental toxicity . Several studies have been published dealing with several models of

systemic toxicity to rodents, where organophosphates have received special attention. This study
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highlighted the usefulness of descriptors such as lipophilic, and the roots of the width, as

their results showed that the ANN model was better than the MLR model depending on
the correlation factor where the R? of the ANN model was equal to 0.95 and the

correlation factor of the MLR was equal to 0.86.

2. Experimental

2.1. Data Set:
The database compounds were sorted and 303 compounds were selected from the family
of insecticides . The validity of the values in the database was also verified by reviewing
several scientific manuscripts that confirmed the same values of the lethal dose of the
same compound. Table 1 showed the repartition of the database adopted in this study ,
while figure 1 showed the general shape of the data base . The data set was randomly

divided into a training set represented 80% and a test set represented 20% of the total

database.
Cyclic others, 16
Benzene Organopho
compoung sphates;
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Fig.1 The ratios of compounds to the nervous system of insects
2.2. Group interaction contribution method

In the present study, molecular structure was related to the lethal dose (LDso) of pesticides
through a two-level estimation: first-order contribution and second-order contribution. This was
carried out according to concepts established in previous works owed to Marrero and Pardillo
(Marrero et al . 1999) as well as Constantinou and Gani (Constantinou et al . 1995 )
Pesticides were divided into groups based on how their interactions influenced the lethal
dose (LD50), which was the property of interest .The model took into account the sub-
structures (groups) , their frequency of occurrences , and their interactions for each of the
pesticides studied . The number of groups represented in an pesticides was defined as: 0,
when the group did not appear in the IL molecule; and 7, when the group appeared 7 times.
2.3. Long-Short time memory (LSTM) model

The Long-Short time memory or LSTM model appeared for the first time in 1997 by Sepp
Hochreiter and Jiirgen Schmidhuber in order to solve the problem of store information over
extended time interval with recurrent back propagation (Hochreiter et al .1997 ). This model has

the ability to merge and save the impact of model steps during the modeling process at long and
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short range. The original LSTM model formed with multiple cells called C, cell for every step in
the data set. This cell contained the information needed of long term memory. Figure 1

presented the architecture of LSTM cell, where x presented the input and y presented the output
of the cell.
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Fig.2.Basic LSTM layer structure for the time step t-1 to t+1, with a detailed calculation
illustration shown in the LSTM cell at time step (Xiang et al . 2020).
The process in each LSTM cell consisted of the updates of six parameters, the equations used in
the update process were presented in equations 1 — 6.

fe=WF Iyt xe] + by) (1)
it=0 Wi- [yt1, xt] + b)) )
Ce=tanh (W - [y, xe] + bo) (3)
Ce=frxCey+icxCt (4)
0t =0 (Wo - [yt1, xt] + bo) (5)
yt = 0¢ x tanh (Ct) 6)

Each cell start it process by calculating the forget gate (f), this parameter produce information
about the amount of previous cell state should be forgotten. The calculation at this stage applied
on the current input (xt) and the results obtained from the previous cell (y.1) using sigmoid and
linear equations. The weights (W) and biases (b) have different values from a cell to another.
After that, the input gate with the second parameter should be calculated. This parameter
specified which information need to be remembered and added it to the current cell stat. here, a

sigmoid function with a linear relation on xt and yt.ywas used. The next step was the use of tanh
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function with a linear relation to calculate the candidate of new cell state (Ct) based on xt and

yt-1. Consequently, the cell state Ct was updated. As a preparation step for the final output, the
sigmoid function with a linear relation was involved again to calculate the output parameter (o.)
using x¢ and ye_1. Finally, to get the output final result of the current cell (yt), a multiplication of
ot and the tanh function value of cell state Ct were generated.

In this work , the problem treated was a regression nature, where the use of the original LSTM
model was not possible. For that, and in order to benefit from the advantages of LSTM model
in the treatment of regression problems, both LSTM and linear regression were merged through
fully connected layer. This operation was made by MATLAB environment, where the Deep
Network Designer application was used. Four types of layers were involved to create our model;
first, a “sequence input layer” was selected. After that, the “LSTM layer” was posed to receive the
inputs. At third position, a “fully connected layer” was used as a link between LSTM layer and
the fourth layer which was a “linear regression layer”.

Figure 2 presented a screen shot from the Deep Network Designer interface, where figure 3
presented the methodology adopted in the training, testing and best parameters selection of the

used model.
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Fig.3. The methodology adopted in training, testing and best parameters selection for the used

model

Throughout the analysis, the actual LDsy data and the modeled values were compared. The

following statistical measures have been chosen to determine the accuracy of the models, the
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Root Mean Squared Error (RMSE), mean absolute error (MAE), the relative absolute error

(RAE) and the root of relative squared error (RRSE) (Malone et al .2017; Kouadri et al .2021).
All settings set as follows:

LD50%: The measured value of LDs.

LDSO}'D: Predicted value of LDs,.

LD507: The mean value of LDso, and N was the total number of data points.

The Root Mean Squared Error (RMSE)
The root mean square error between the predicted and actual values was called RMSE. It was

given by the following formula:

RA/JSE=\/§2§"=1(L050§1 — LD50%)2 )

Mean Absolute Error (MAE)

The mean absolute error evaluated the extent of the errors in a series of predictions without
taking their sign into account. It was an estimation of the absolute differences between the

expected and observed values on the test sample and defined as follows:

MAE = ¥, |LD50} — LD50}| (3)
3. Relative absolute error (RAE)

The total absolute error was normalized by dividing it by the total absolute error of the basic

indicator in the relative absolute error.

RAE=|M| x 100 (4)

LD50}

4.The Root of Relative Squared Error (RRSE)

The total squared error was normalized by dividing it by the total squared error of the basic
indicator in the relative squared error. The error was reduced to the same dimensions as the

predicted quantity by taking the square root of the relative squared error.

§"=1(L050§,—LD50f4)2{
\

z
RRSE_J
\/Zﬁl(wsof‘l—wso-)z
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3. Results and discussion:

3.1. Iteration number selection

This work presented the application of hybridization between LSTM and linear regression
models for the aim of estimating the LD50. For that, the parameters set of the model was
initialized with 17 different variants. First, the number of hidden neurons left as was in the initial
settings which are 200 hidden neurons, where the change set was made at the iterations number.
The performance of deferent models was estimated based on six indicators R*, MSE, RMSE,
MAE, RAE, and RRSE, Table 1 presented the performance of the models in both training and
testing phases during the adjustment of iteration number. The results shown that the R? in the
test phase getting close to 1 (ideal value) when the number of iterations grow up, this relation
found to be not continuous because after 4000 iterations the value of R? getting down which
indicated the presence of over fitting of model training. Even if the best R? (0.9024) founded to
be in the 4000 iterations, the rest of performance indicators values was not optimal at that
number of iterations, where we found that the optimal values during test phase for MSE, RMSE,
MAE, RAE and RRSE were 0.15151365, 0.38924755, 0.33047161, 22.4283518 and
42.9717669, respectively at the 1000™ iteration. Figure 1 presented a radar chart of performance
indicators of developed models. The RRSE added as a number and not a percentage to make the
graph clearer. Also, the RAE was eliminated in this graph due to the presence of RRSE from one
side and due to the marge of values of RAE which was relatively high compared to other
indicators in the other side. The radar chart presented five corners; each corner presented a
performance indicator where each model presented with a line connected each point from the
indicator’s axis. Form figure 1, the worst model with 7500 iterations was presented with a red
line, on the other hand, the best results founded in the model of 1000 iterations was presented

with the yellow line.

Table 1

Performance of LSTM-MLR model based on deferent iterations number.

Iter:;ons Phase R? MSE RMSE MAE RAE RRSE
100 Training 0.3533 0.54142213 0.73581392 0.59485468  36.8050  80.7426
Test  0.6228 0.3713544 0.60938855 0.46668745 25.4478169 67.2746
200 Training 0.9283 0.06965091 0.26391459 0.17101692 13.8597262 28.960
Test  0.8644 0.24612074 0.49610558 0.39563399 26.606952 54.7685
500 Training 0.9927 0.00618226 0.07862734 0.04911338 4.19833612 8.62797
Test  0.8531 0.1596028 0.39950319 0.33591673 22.8928005 44.1039
Training 0.9969 0.00271887 0.05214279 0.02798223 2.87860711 5.7217

1000 0.1515136 0.3892475 0.3304716 22.428351

Test  0.8531 5 5 1 8 42.9717
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2000 Training 0.9986 0.00118337 0.03440022 0.01801298 2.26346643 3.7748
Test  0.8295 0.18863881 0.43432569 0.38924586 25.516273 47.9482
Training 0.9996 0.00029449 0.01716079 0.00960214 1.20520909 1.8830
4000 0.902
Test 4 0.58463087 0.76461158 0.69258479 37.4508009 84.4108
5000 Training 0.9998 0.00013092 0.01144212 0.00699853 0.79174575 1.2555
Test  0.8884 0.58771179 0.76662363 0.6943039 37.9923067 84.6329
Training 1 6.5061E-05 0.00806605 0.00677901 0.47038928 0.8851
7500 148.095
Test  0.8499 1.79957091 1.34148087 1.15652729 56.3790423 4
10000 Training 1 0.00030013 0.01732412 0.01639324 0.91923389 1.9010
Test 0.81 0.28362206 0.53256179 0.47064405 29.422167 58.7932
R
——100
200
RRSE MSE 500
1000
——2000
——— 4000
MAE RMSE 5000

Fig4. LSTM performance based on deferent number of iterations

Hidden neurons selection

After the selection of the best number of iterations and fixed it in 1000, the same procedure
made for the selection of the best number of neurons in the hidden layer was performed. Table 2
presented the results of eight models with different architectures, where the number of neurons
in the hidden layer varied from 50 to 400 with a step of 50 during training and test phases. The
results revealed that the architecture has an impact on the performance of LSTM model. A
positive relationship was registered between the number of neurons in the hidden layer and the
fitting of the model during the training phase. In the test phase, the augmentation of number
hidden neurons from 50 to 150 and from 350 to 400 found to be negatively influenced the
model’s performance. Otherwise, the variation of the same parameter from 200 to 300 found to
be helping the performance of models where the best results achieved with 300 neurons in the
hidden neurons with performance indicators equal to 0.1312294, 0.362256, 0.2926325,
20.645653, and 39.991981 for MSE, RMSE, MAE, RAE, and RRSE, respectively.

Figure 5 depicted radar chart with different models based on their architecture and the

corresponding performance indicators. From the figure 5 it’s clear that the worst model was the
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model with 150 neurons in the hidden layer, which was presented with the black line, where the

best model was presented with the red line which was the model of 300 neurons in the hidden
layer.

By comparing the best models from the first step (tablel) and the second step (step2), an
improvement in performance of model was recorded after selecting the best number of iterations

and the best number of neurons in the hidden layer.

Table 2
Performance of LSTM-MLR model based on deferent Hidden neurons number.
N Hidden

nceurons

phase  R? MSE RMSE MAE RAE RRSE

50

100

150

200

250

300

350

400

train
test
train
test
train
test
train
test
train
test
train
test
train
test
train

test

0.9984
0.7598
0.9994
0.8996
0.9995
0.8992
0.9996
0.9024
0.9997
0.8606
0.9997
0.8888
0.9998
0.8621
0.9998
0.8499

0.0013891
0.2059261
0.0005378
0.637451
0.0003874
1.1687901
0.0002945
0.5846309
0.0002478
0.2297078
0.0002177
0.1312294
0.000204
0.1369794
0.0002043
0.1450867

0.0372707
0.4537908
0.0231898
0.7984053
0.0196834
1.081106
0.0171608
0.7646116
0.0157423
0.4792784
0.0147543
0.362256
0.0142838
0.3701073
0.0142934
0.3809025

0.0177668
0.370817
0.012788

0.7053828
0.010759

0.9412616

0.0096021

0.6925848

0.0090348

0.4260715

0.0084126

0.2926325
0.008195

0.3194732

0.0084362

0.3310468

1.6592803
21.235603
1.439076
36.923771
1.3733947
46.31738
1.2052091
37.450801
1.1253405
27.675192
1.0634029
20.645653
1.0128264
21.995087
1.0029066
22.317919

4.0898
50.0971
2.5446
88.1415
2.1599
119.3508
1.8831
84.4108
1.7274
52.9109
1.61902
39.9919
1.567401
40.8587
1.5684
42.0505

RRSE

MAE

MSE

RMS
E

—50

——100
—150
—200
—250
——300
—350
—400

Fig.5. LSTM performance based on deferent number of hidden neurons
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The best model composed from 300 neurons in the hidden layer and trained with 1000

iterations, the time series of actual values of LD50 with green circles and the predicted

values of LSTM model with orange

circles was presented in figure 6 part “a”, also the part “b” of figure 6 presented a scatter plot

present the points between actual values and predicted values with green circles, where the

red line represent the trend line of projected pointes, where the R* founded to be equal to
0.8888.

The results showed that this new model represents an excellent alternative to the classical

techniques and an accurate and reliable model for assessing the toxicity of chemical

compounds, where the statistical parameters were obtained, in testing phases with 0.8888,

0.1312, 0.3622, 0.2926, 20.64 and 39.99for R?, MSE, RMSE, MAE, RAE and RRSE,
respectively.
.| (@ 4| (b)
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= :
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: Predictad g
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Fig.6. Time series plot (a), and scatter plot (b) of LSTM-MLR model with optimal parameters

The comparison of these finding with those of previous studies mentioned that the modelling of LD50
by using LSTM model gives the best results with optimal values and improvement in performance.
Similarly, Martin et al predicted the value of LD50 using a model of linear discrimination analysis
LDA and hierarchical clustering model HC, where the prediction accuracy was R? = 0.47 and R? =
0.50, respectively (Martin et al .2017 ), while zhu et al used a QSAR model and achieved a prediction

accuracy of R?=0.42 (Zhu et al .2009 ). Another study found a prediction accuracy of R* = 0.86 (Fikri
etal .2019) .

Conclusion

The new model used in this study combined a long-short term memory model (LSTM) with
contribution of interaction to predict the values of oral LDsy of rats based on a database of 303
chemical compounds of insecticides with neurotoxicity. The best model included 300 neurons in the
hidden layer and 1000 iterations of training. Based on the results, the architecture has an influence on

the performance of LSTM model. The LSTM yielded the greatest results with optimal values and

Tob Regul Sci. ™ 2022;8(1): 3412-3425
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improved performance as a result of simulation.
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