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Abstract

Fog computing has been developed to meet the evolving demands of Internet of Things (loT)
applications. However, in the intricate landscape of distributed and geographically diverse loT
environments, the inadequacy of service management presents challenges such as reduced user
accessibility and compromised service quality, impacting response times, network congestion, and
energy consumption. This paper introduces RM-SAPCC, an innovative service management
approach tailored for fog computing. The method addresses the variability of Fog components
and the widespread geographical distribution of infrastructures. To achieve this, a migration and
replication strategy based on service popularity is proposed. This dynamic approach optimizes
query response times and minimizes system energy consumption without overloading the
network. Additionally, a process for eliminating redundant replicas is presented, ensuring the
proximity of remaining replicas to incoming requests. The effectiveness of the approach is
evaluated through simulations using IFOGSIM, with results indicating promise.
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1. Introduction

The Internet of Things (IoT) is an infrastructure that connects a wide range of everyday devices.
It enables the monitoring of various environmental parameters, such as temperature and
presence, through detectors, while also allowing control of the environment through actuators
[1]. Over the past few years, the number of connected devices has continued to surge, leading to

the generation of massive amounts of service. Typically, IoT services are processed and stored in
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the cloud, which proves sufficient for the vast majority of IoT applications in terms of providing
ubiquitous access, processing performance, storage capacity, scalability, and availability [2].
However, the cloud is a centralized paradigm. Indeed, the cloud creates bottlenecks due to the
increase in the number of connected objects. So, sending all services to these server clouds causes
high and unpredictable latencies, and therefore, degradation of the quality of service (QoS) [3].
Additionally, there are many IoT applications, such as telemedicine, that require geo-distributed
deployment, mobility support, real-time response, and localization awareness that cloud
computing cannot effectively deliver. Fog computing has emerged to remedy these problems [4].

The fog plays the role of an intermediary between end-users and the cloud for reinforcement,
utilizing the resources available in the network equipment [5]. Fog Computing is characterized
by proximity to users, dense geographical distribution, and support for mobility [3]. The specific
features of Fog Computing lead to reconsidering many issues. For example, since service
localization is a crucial parameter for processing, the study of how services should be organized in
such an infrastructure to reduce latency and increase the availability of services is very important.
That is why we are working toward that objective. In our work, we suggest a service management
solution through which users can access the service from any location in a faster manner, taking
into consideration network load and energy consumption.

Numerous studies in the literature have addressed the theme of managing service in a fog
computing environment. Huang et al. [6] and Aral et al. [7] have focused on the placement of
many replicas, while Naas et al. [8] have investigated the issue of placing a single replica of the
service. Their goal was to lower the overall latency system.

As far as we are aware, there is no one-size-fits-all effective solution for managing latency,
network load and energy consumption at the same time.

In this work, we propose a service management method in a Fog environment, which we call
‘RMSAPCC" (i.e. Replication and Migration Based on Service accessibility Prediction with
Connectivity based on Clusters). RMSAPCC aims to enhance system performance by reducing
power usage and response time. The contribution suggested in this study deals with the
replication and migration of services. The following is a summary of this contribution: We
suggest a diagram that will carry out the user query. It directs the query to the closest node that
has the user's requested service, which is ultimately a connected object. To maintain the service
close to the users, we suggest a service replication and migration plan. Our plan is based on an
examination of service access history. It is divided into essential stages: the replication and
migration stage, it permits the identification of the service that should be replicated or moved in
the system. Also, it makes it possible to determine the number of replicas and the clusters that are
affected by replication. The replica placement stage enables the optimal sites for service replicas
to be chosen within an area. It is based on formulas that have been offered, including the fog
index, the weight of clusters, and the value of a service. Finally the stage of deletion redundant

replicas in each cluster that allows to meet large number of query without cluttering clusters.

1532
Tob Regul Sci.™ 2023 ;9 (2):1531 - 1549



Khawla Bekkouche.et al
Effective Strategy Based on Migration and Replication Techniques for Service Management
in Fog Environment

We used the IoT and fog simulation tool iFogSim to put our approach into practice. In fact, the
experimental study demonstrated that the outcomes are generally extremely positive.

The rest of this paper is organized as follows: In Section 2, we present some related works
existing in the literature. Then, we detail our contributions in Section 3 and 4. Section 5 shows
the different results of the experimentation, and we will conclude in Section 6.

Ii.Related Work

This article focuses on the problem of managing service within a Cloud and Fog infrastructure.
The aim is to minimize response time without overloading the network and without suffering
any energetic consequences. As the issue we are dealing with is recent, we start this section by
describing the principal existing works that utilize the paradigm of Fog Computing and the
placement of ToT service instances in the fog infrastructure. In fact, these works are closer to our
problem in terms of the context of the work (such as fog computing or IoT) and goals (e.g.,
reducing reaction time and system latency) or simulation Environment used (e.g., iFogSim,
CloudSim) Nans et al. in [8], have suggested an extension of a Fog and IoT environment
simulator (iFogSim). The purpose of this extension is to produce a platform dedicated to the
evaluation of strategies for placing data in the fog. The authors added three clements to the
iFogSim simulator. These elements are described as follows:

*Data Placement: This is the main component of this plugin. It provides users with a set of
functions to calculate a data placement using methods based on linear programming,.
eInfrastructure partitioning: To reduce the complexity of the data placement problem, the
authors added infrastructure partitioning features. This component divides the simulated
infrastructure into multiple parts and performs a data placement sub-problem in each part of the
infrastructure.

*Data Flow Distribution: This component generates different data flow distributions allowing
evaluating placement strategies using different data distributions (zoned, distributed and mixed)
in a generic “smart city” scenario. However, unique data placement strategies can result in high
system latency.

By supplementing the previous work [8] of Nans et al. which deals with the topic of placing a
unique copy of the data. Huang et al. In [6] treated the placement of many data replicas in a Fog
Computing infrastructure with the iFogStorM strategy. By taking into account the two problems
of replication: the number of replicas and the location. Moreover, given the iFogStorM
complexity, the authors proposed a MultiCopyStorage heuristic approach that uses a “greedy”
algorithm to choose a solution of the data placement problem in a large-scale infrastructure. This
algorithm efficiently places data with minimal overall latency. The results of the experiments
show that MultiCopyStorage offers good solutions for storing real-time data in the Fog
environment. However, such a strategy can be strengthened by taking a greater number of factors
into account when formulating the problem, rather than considering storage capacity as the

unique limiting factor.
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In the article [7], the authors suggested a distributed service placement algorithm that relies on
the dynamic creation/replacement/deletion of replicas guided by the continued monitoring of
network edge node service requests. In this algorithm, the storage nodes which host the replicas
analyze the request observed on the replicas and behave as local optimizers. The authors have
treated this problem as a Facility Location Problem (FLP-based combinatorial optimization
problem), the nodes evaluate the replication cost of storage as well as the predicted latency to
decide whether to migrate or replicate to one of the neighbours in order to improve the objective
function of the issue. They can choose whether to delete a local replica. The algorithm also
cnables the user to control the balance between optimizing costs and optimizing latency. In
addition, the authors have added a replica discovery method where concerned nodes are notified
of nearby replicas. Experimental results demonstrate that this distributed placement algorithm
replicas gives significant advantages in terms of cost and latency, compared to a replication-free
approach, as well as client-side data caching that is widely used in traditional distributed systems.

Vales et al. [9] suggested a hybrid hierarchical cloud storage system. The suggested file system
centralized the policy and data management and enabled the storage of data and dissemination in
a distributed manner. In addition, the authors devise a replication strategy based on the location
of nodes defined by the distance between consumers and the popularity of space-time data based
on the frequency of data access. The results of the assessment show that this proposal improves
the service life of the network, provides data to consumers with low latency, reduces main traffic
and allows for equitable power consumption between battery-powered nodes.

In the literature, a number of studies deal with the issue of the placement of IoT modules in the
Fog. This was done with the following goals: (Reduce latency, reduce energy consumption, or
improve quality of service). For instance, in [10] the authors suggested an algorithm that allow
the placement of instance services of an IoT application in Fog-Cloud infrastructure. This
algorithm sorts nodes and service instances according to their capabilities in descending order,
then performs iterations between Fog nodes, Cloud nodes and places modules on the nodes.
Benamer et al. in [11] proposed a model that relies on linear programming to maximize the
placement of service instances in a fog infrastructure. That is an exact solution, but one of
exponential complexity. The authors defined another heuristic solution that aims to find the best
placement for each module by taking into account the inter-node latency, the global latency of
the system, as well as the capabilities of the Fog nodes. The valuations show a significant decrease
in latency compared to both iFogSim placement strategies (Edge Ward and Cloud).

In [10], the authors Berkennou and AL suggested a Fog and Cloud type hierarchical architecture.
In which the Fog layer is divided into areas, each area with a catalog of data location. They also
suggested an approach for balancing workload by routing requests to the nearest node housing
the data requested by a user. In addition; they presented the RMS - HaFC migration and
replication approach to minimize the average time and optimize the total energy consumption In

the Fog Computing environment. This technique takes into account the geographic
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infrastructure of Fog as well as the popularity of data. In fact, it specifies the quantity of replicas
and their ideal positions in each region. In this approach they assumed that Fog nodes had
sufficient resources to host data and handle user requests. This approach remains the best among
the other existing approaches if taking the response time, the energy consumption, and the
network overload according to authors of [10]. However, to propose a strategy allowing to delete
the replicas scems necessary.

In our previous work [12], we have talked about replica migration in fog computing to improve
service accessibility. We have proposed two replica migration algorithms that consider service
access history called respectively ~ RMSAH (Replication and migration based on service
accessibility history) and RMSAHC (Replication and Migration based on the history of service
accessibility and contiguous fog nodes). A fog node migrates copies that we expect will have high
accessibility in the RMSAH heuristic. In the RMSAHC heuristic, replicas are first migrated using
the RM-SAH method, and then replica duplication is removed from all neighbouring fog nodes,
allowing other copies to be placed in the desired location. The RMSAHC approach provides the
highest accessibility, while the RMSAH method provides the least, according to the simulation

results.

Table 1: Our strategy in perspective with some related works.
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In Table 1, we have tried to position our approach to the existing associated works identified in
this section. We have carried out a comparative study of our method which is based on different

criteria such as the energy consumption and response time and the various techniques use.
III. Background

Our objective is to propose an approach for the management of the services by using the
techniques of replication or migration based on the history of access to the services to guarantee
the quality of service (response time, consumption of energy...). This strategy is based on the

analysis of service access history. And it is structured in three main steps as shown in figure 1.
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Figure 1: The stages of our proposal.

* Configuration: in this step we build a Cloud and Fog type platform. In addition, we build the

physical and logical elements that will be deployed in the infrastructure.
* Treatment: Running multiple instances of a generic IoT application model.

* Strategy: this step answers the questions about the migration and replication of services such as

the number of replicas and so on.

We implemented a generic IoT application model (see Figure 1: treatment). In this case; the
connected device receives service from the detector. Then, it requests query from the gateway.
This query requires the execution of a certain service; it will be forwarded to the closest host in
order to obtain this information. We go into further depth about this procedure in the following

section.
A. Running a query

Among the major steps in our proposal, we cite the routing of query to the node that hosts the

service requested by a user.
To understand the execution of a query, we used the activity diagram shown in Figure 2.

This activity diagram is used to model a process; it provides a detailed view of the information
flows that are exchanged between actors. We present below a detailed explanation of this

diagram:

When a query arrives, the node first tests whether it does not need a service, if so, it executes the
query. Otherwise, the node launches a search for the requested service. In this situation, three

(03) cases may arise:
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e [fit finds this service locally, it executes the query.
e If it finds the service but not locally, it sends the query to  the node having the service.

oIf the service is not found locally nor in the node having the service, it sends the query to

the root (that has a broad perspective without specifics on every cluster (hosted service, load . . .).
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Figure 2: Activity diagram of the arrival of a query.
Iv.Proposed Strategy Rmsapcc

The objective of our article is to propose a large-scale Fog service management system to reduce
time and energy consumption while taking into consideration the characteristics of the fog. To
do this, we have proposed a service replication or migration strategy called “RMSAPCC
(Replication and Migration Based on Service accessibility Prediction with Connectivity based on

Clusters)”, in order to keep services close to users.

In order to formulate and model our service management strategy in a Fog infrastructure, we

relied on a set of assumptions defined as follows.

* A server represents a small data center consisting of multiple hosts in the Fog environment. As
opposed to our work, we assume that a server contains only one host. Moreover, a server may

host only a single copy of service.

* Consider that our system subdivided into C clusters, each cluster groups together a set of fog

node F, moreover we assumed that all the services requested by the users exist in the system.

* We establish an infrastructure with the suggested system. Then, the services will be created,
placed arbitrarily and fairly in the infrastructure by a component called Organizer. We assume
that the Organizer has a full vision of the complete infrastructure. After a processing step, the

Organizer employs our approach which consists of two crucial stages to accomplish the desired
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goals, each stage goes through a number of sequential processes. The stages that were treated are

described below.

A. The replication and migration stage

The replication and migration stage enables to identify precisely which services in the system
need to be replicated and migrated. As our infrastructure is subdivided into several clusters, this
stage identifies the clusters that are affected by replication while specifying the number of replicas
to be created. To address these issues, theaccess history of each service is examined (popularity).
The advantage of such a technique is to determine which recently requested services in such a
cluster that will be more likely to be requested again in the near future. We detail the steps of this

stage below.
(1) The popularity

The popularity of a service (value) measures the quantity of requests made by customers on a
service. It represents crucial information, as it gives an indication of the value of the services. This
popularity is based on important factors. These factors are the file access frequency, average

requests per cluster and time to last request respectively.

The formula for calculating p(s;) for a service 2 is as follows:
L. AAS; NC5; N5:A .

s = i . NS .

Pl NCRS * AT — SLRT NAAS s

Where:

AAS:: Amount of Access to the Service

NCS: Number of Copics of the Service

NCRS: Number of Clusters Requesting the Service
AT: Actual Time

SLRT: Service Last Request Time

NSA: Number of Service Accesses

NAAS: Number of Accesses of All Services S

Our method takes geographic partition into consideration. Consequently, it is feasible to identify
clusters that have a priority for having service copies by looking at a cluster's weight (the

predicted candidate clusters to host replicas). The formula is calculated as follows:
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WC;, = NRS;C . NG
k = 4 Ej:_l TIRSS ! T.IIQEEF‘: i
AT - — e
ng

Where:

NRS i CK: The number of requests for services by cluster user CK
AT: Actual time

NFCK: Number of fog node in CK

TNQE CK: Total number of queries executed in CK

TLR Si S: The time of the last query of Si by the server

nK: The number of nodes in the CK cluster

NFCy
The factor TWOEC: | indicates the reverse of a cluster load, also it is used to favour clusters with

minimum loads.
(2) Number of replicas

In this step, we will measure how many replicas must be produced for cach service in each

cluster. The formula is calculated as follows:

Vs,
ASiRC: The Amount of Service Requests made by Cluster users

VS i: The Value of a Service (popularity).

A5, RC
The report V& ensures a minimum number of replicas that meets the potential need of a C
cluster. We modelled the step of migration and replication using an activity diagram (shown in
Figure 3) to represent the behaviour of our technique and how it unfolds. The diagram shows the

processing performed before making the decision to migrate or replicate a service.
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Figure 3: Diagram of replication and migration activity.

B.The placement of replicas stage

In this stage, we place the service replicas efficiently. In order to accomplish our goals, such as

load balancing and a faster response time.

In fact, the placement algorithm, presented below, is called by the procedure of migration and

replication. With that in mind, this step is therefore necessary for the previous stage (migration

and replication).

In this stage, the replica placement algorithm calculates the index of each node in the cluster with

formula (4). Then it sorts the nodes based on their Index in Highest to lowered order and selects

the fog nodes with the maximum index to place the replicas.

_ NSQF 1 .
Y =NQc, HNSIF+AT—TLQ5:- )
NFC, i

Algorithm: placement

Input : service Si, X : Replica number

Qutput: placement Replica

Begin

For each FogNode F belong to Cdo
Calculate the index Y of FogNode

End
SortedSet= SetofSorted FogNode;
ForitoXdo

Replica =create a service replica

Place the replica on the FogNode SortedSet[i]

End

End

Tob Regul Sci.™ 2023 ;9 (2):1531 - 1549
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Where:

Y: Fog Node index

NSQFk j : The number of service requests Si by node Fk j
NQCK: The number of queries in CK

NFCK: the number of fog nodes in CK

N Si F: The number of existing services in the fog node
TLQSi : The time of the last service query.

The Fog Node Index allows evaluating the fog nodes to decide which the optimal node to host
the replica is. It is depended on factors like the number of services in order to have good storage.
The number of service queries per fog node as well as the last query time in order to favor fog
nodes that will likely need service in the future. Figure 4 (placement diagram (, shows this

process in the form of an activity diagram.

Calculate the index No

Al nodes checked?|

\

ves<

Sort nodes

Creating replica

Placing replicas

All replicas are created? NO

3 N %
YES

Figure 4: Replica placement activity diagram.
C. Deletion of redundant replicas in each cluster:

*First, each fog node diffuses its identifier as well as information based on popularity. After all
fog nodes have completed their diffusion, each node will determine the linked fog nodes based

on the received node identifiers.

* The RMSAPCC method eliminates redundancy replicas in larger clusters of fog nodes. So that
each cluster of fog nodes cooperates for hosting the largest number of services to meet the query

of a large number of users and then get rid of duplication replicas
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*When a service item (original/replica) is replicated among the fog nodes in the cluster, the node

that holds the replica requests the migration of another replica.

*If there are many replicas among nodes, the fog with the lower popularity changes the replica to

another replica (delete the previous replica).

*Replicas of services are cached in the order of the popularity until all fog nodes in the memory

space of the clusters is complete.

* Replicas of services that fog node hold as originals are not cached here. Each replica is stored on
a fog node with the highest access frequency to the service among nodes with enough free

memory.
V. Simulations And Result Analysis
1. Evaluation criteria
In the context of fog computing, the following simulation criteria have the following meanings:

Response Time: This is the overall amount of time needed to process a query in the Fog
Computing environment. It includes the service transmission time from IoT devices to the Fog
Node, the time of processing at the Fog Node, and the response back time to the device from

another device. Better Fog Computing efficiency is indicated by a brief response time.

Energy consumption: This concerns the amount of energy consumed by the fog nodes during
the execution of migration and replication tasks. High energy consumption can lead to increase
energy costs. It must be said that the lower the energy consumption, the more the approach is

environmental.

Network congestion: Defines network overload or saturation in a fog environment. When the
number of communications between fog nodes caused by service migration increases, there may
be network saturation, which leads to delays in service processing and lower system performance.

The more the migration number increases the more the network saturates.
2. Experiment result

To meet the objectives of our work, we extended the iFogSim as shown in Figure 5. This Toolkit

is made up of numerous classes that we can categorize as follows:
(i) A set of components that allow the physical equipment of the infrastructure to be modelled.

(ii) A set of components that allow the logical parts of the simulated scenario to be modelled (for

example the instances of IoT services and their dependencies).
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(iii) A set of components that allow the management of the processing in fog nodes. These
resources are controlled to improve service latency, network traffic, power consumption, and

system running costs by placing and scheduling serviceinstances in physical components.

Fug Davidat APPLICATION
Sansce ACTUATOR L mMoouLE
Fmger ol compamenty
Legical componarts
Duganizar
CONTROLLER MAFFIN
Srion BAAJOR CLASE
AT B PONMS $upplemantary
SEr———

Figure 5: Design of IFOGSIM Extension

(iv) A set of components, that we have created, model the principal parts of our contribution,

such as configuration andservice management.

The classes below represent the logical aspects of our contribution (for example, configuration

and service management), as indicated in the figure 5.

* MAJOR CLASS: This is the core class, and it provides a collection of options for configuring a
Fog platform. The logical aspects of the simulated scenario that will be deployed in the

infrastructure are likewise created using this class.

* ORGANIZER CLASS: This class has a comprehensive view of the infrastructure. It specifies a
collection of service management strategies for use in the simulated infrastructure. We can also

use this class to start our replication and migration approach.
* SERVICE CLASS: (i.e., service deployed in the simulated infrastructure.)

It specifies a set of attributes such as its name (for example, service 1), size (in bytes), fog node
name hosting the service, and it is type (i.e., original or replica). In each node there is an array of
services. The units (sensor, fog devices, and actuator) in the iFogSim Toolkit communicate with
one another using preset events. There are events for launching a service instance in a Fog node,

connecting a sensor, and sending service to another component, for example.

It is worth noting that we have simulating the extra events for specific situations. To highlight

the participation of our methods, we will focus on the three metrics :( response time, energy
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consumption and network congestion). In order to evaluate the behaviour of our three

propositions and to discuss its results obtained through simulation we will compare them.
A series of simulation were launched by the following several parameters shown in Table 2.

Table 2: Simulation parameters

Parameter Value
Cloud latency 2000
Server bandwidih 2000 Mbps
MNumber of fog nodes by clusters h
Clusters number 4
Number of queries [ 3000, 500, 700, 900]
MNumber of service LK)
Serviee siae 200 KO

A. Average response time

The average response time obtained with the methods applied is measured in this experiment for

all queries in the simulation. The formula is as follows:

TN

Average response time = T (5)
Where:
The total number of queries is represented by TNQ.

T: denotes the amount of time that has passed between the user sending "i" query and receiving a

response from the required service.

00 500 ma P00
et o e

BRMS-HSEC  BRMGAPCC W RNSAHC O RMsaH

Figure 6: Response Time metric.
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Figure 6 shows a considerable reduction in response time when we use RMSAHCC technique,
which is due to the replication mechanism we used to enhance response time and which
practically eliminates duplication while allowing a high number of services to be deployed near of

users.
B.Energy consumption

Energy consumption depends on several factors such as processing power, standby power
consumption, and specific node operating parameters. The formula of energy consumption is

calculated as follow:
E = SPC + DPCR x NQ (6)
Where:

SPC: Static power consumption refers to the base power consumption of the node when it is idle

mode, i.e., when no requests are being processed.

DPCR: Dynamic power consumption per request refers to the amount of power consumed by

the node to process a single request.
NQ: number of queries.

We used the metric provided by the iFogSim simulator to analyze the energy use. Figure 7
depicts the simulation results schematically, with the x axis representing the variation in the
number of queries and the y axis representing the energy used in Watt. As shown in the
simulation results our RMSAPCC method can be considered as environmental approach among

the other ones.

BN

Figure 7: Consumption of energy
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C.Network congestion
The formula used to calculate network congestion is as follows:
CN= number of service migrations * NQ (7)

In the series of simulations shown by Figure 9. The x-axis indicates the number of queries, and
the y-axis depicts the amount of service transmitted through the network measured in KO, in all
three techniques (RMSAH, RMSAHC, RMSAHCC) we see a difference in the use of the
network. It is worth noting that the iFogSim simulator has this measure as well. The RMSAH
and RMSAHC methods have lower udilization of the network than the RMSAPCC approach.
We can justify this by that fog nodes exchange more information in a wide range. Despite this,

our method RMSAPCC still better than RMS-HaFC method.

e

300 S0 L %00
Numter of Quenes

BRGHSC BRGAPCT B ANSAHC  [Rws

Figure 8: Congestion Network.

D. Additional metric S in a specific query number.

This additional metric is calculated by the sum of percentage of previous three metrics. Our
RMSAHCC method offers an advantage by evaluating the three metrics with the same number
of queries (700). This demonstrates the effectiveness of our RMSAHCC method.

We compared all strategies to the RMSAHCC strategy, Table 3 summarizes the obtained. It can
be noticed that the RMSAHCC approach was able to improve the response time with a system
equivalent to 30 ms compared to the RMS-HaFC, 30 ms compared to the RMSAHC strategy
and 6.71 ms compared to the RMSAH strategy.

Table 4 shows the difference between three techniques (RMSAH, RMSAHC, RMS-HaFC) with
RMSAHCC where we can deduce that our RMSAHCC approach reduced the energy with an
average benefit of 10000 compared to the RMS-HaFC approach, an average benefit of 30000
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compared to the RMSAHC approach and an average benefit of 50000 compared to the RMSAH
approach. Therefore, our proposal RMSAHCC is much better compared to other approaches, it
allows consuming less energy. It can be said that the energy consumption in all experiences is due

to the increase in the number of queries.

Table 5 shows the difference between the three approaches (RMSAH, RMSAHC, RMS-HaFC)
and RMSAHCC in terms of network load. We can conclude that RMSAH and RMSAHC
approaches significantly reduced network usage with an average benefit of 600 and 1800
respectively. Despite this RMSAHCC gives good results compared to the RMS-HaFC approach,

with an average benefit of 200.

We also estimated the benefit of our approaches compared to RMS-HaFC (see Table 6). From
this table, we notice that our RMSAHCC approach gives a very significant benefit by
considering the three metrics. It is therefore compared to RMS-HaFC, which offers a benefit of
11.7%.

We also noticed in the simulation figures that the shape of the curve and the graphs indicate that
the RMSAHCC method is positioned below the RMS-HaFC approach. This shows that it

performs well, especially when considering the three metrics.

Table 3: Comparison of the response time.

RMSAH vs | RMSAHC vs | RMSAHCC vs

Approach | pysance | RMSAHCC | RMS-HaFC

benefit 30 6.71 30
withims)

Table 4: Comparison between the energy consumption of the four approaches

\ | RMSAH vs | RMSAHC ve | RMSAHCC vs
Approach RMSAHCC | RMSAHCC | RMS-HaFC
heneht . . .

“_::1 h1|.1||‘|,[]- ST RN 1 UMY

Table 5: Comparison by related to network usage.

ooy | RMSAH vs | RMSAHC vs | RMSAHCC vs
APProach | pyISAHCC | RMSAHCC | RMS-HaFC
beneht

) 12000 L] M
wiith(KO) '

Table 6: Summary of three metrics
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RMSAH vs | RMSAHC vs | RMSAHCC vs

Approach RMSAHCC | RMSAHCC | RMS-HaFC

benefit

0.71% 1.2T% 11.7%
percentage )

Vi.Conclusions:

Since the Cloud is a centralized paradigm located far from the users at the core of the network,
the infrastructures of this computing model face problems of high latency and immense network
traffic. Because of these difficulties encountered by the Cloud, the Fog computing paradigm has
emerged. The fog infrastructures being vast, and geo-distributed, and since the localization of the
services is crucial for the processing, we have studied how the services must be organized and
managed in these infrastructures in order to reduce the latencies in the system, and reduce the

network overload.

To this end, in this work, we have proposed a diagram which is used to route the query to the
nearest node hosting the service requested by a user, possibly a connected object while balancing
the workload. To reduce the average response time and optimize the total system energy
consumption, we proposed a migration and replication strategy which we called it "RMSAPCC":
Replication and Migration Based on Service accessibility Prediction with Connectivity based on
Clusters. This strategy is an extension of our previous work. Indeed, it specifies the number and
the best locations of replicas in each cluster. We evaluated our method with the [FOGSIM

simulator, the results were positive.
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